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Abstract
Experimenters often ask subjects to rate displays in terms of high-level visual properties, such as animacy. When do such 
studies measure subjects’ visual impressions, and when do they merely reflect their judgments that certain features should 
indicate animacy? Here we introduce the ‘Blindfold Test’ for helping to evaluate the evidence for whether an effect reflects 
perception or judgment. If the same effect can be obtained not only with visual displays but also by simply describing those 
displays, then subjects’ responses may reflect higher-level reasoning rather than visual processing—and so other evidence 
is needed in order to support a ‘perceptual’ interpretation. We applied the Blindfold Test to three past studies in which 
observers made subjective reports about what they were seeing. In the first two examples, subjects rated stimuli in terms of 
high-level properties: animacy and physical forces. In both cases, the key findings replicated even when the visual stimuli 
were replaced with (mere) descriptions, and we conclude that these studies cannot by themselves license conclusions about 
perception. In contrast, a third example (involving motion-induced blindness) passed the test: subjects produced very dif-
ferent responses when given descriptions of the displays, compared to the visual stimuli themselves—providing compelling 
evidence that the original responses did not merely reflect such higher-level reasoning. The Blindfold Test may thus help to 
constrain interpretations of the mental processes underlying certain experimental results—especially for studies of properties 
that can be apprehended by both seeing and thinking.
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Introduction

Psychologists have long been inspired by the possibility that 
visual processing traffics not only in low-level features such 
as motion and orientation but also in seemingly higher-level 
properties such as causality (e.g., Michotte, 1946/1963; for a 
review, see Scholl & Tremoulet, 2000), animacy (e.g., Hei-
der & Simmel, 1944; for a review see Scholl & Gao, 2013), 
and causal history (e.g., Chen & Scholl, 2016; for a review 
see Leyton, 1992). Are such properties within the purview 
of visual impressions, per se, or might they instead reflect 

considered judgments about what high-level properties sub-
jects think should be associated with certain visual cues? 
And what methods can researchers use to find out?

Perception versus judgment

Previous research has emphasized that the apprehension of 
properties such as causality and animacy sometimes shares 
many (or even all) of the key features of visual processing—
for example, being driven (even unconsciously) by subtle 
display details (e.g., Gao et al., 2009; Moors et al., 2017); 
operating largely regardless of one’s beliefs or intentions 
(e.g., Schlottmann & Shanks, 1992; Scholl & Gao, 2013); 
influencing the perception of other clearly visual proper-
ties (e.g., Scholl & Nakayama, 2004); emerging early in life 
(e.g., Csibra, 2008; Newman et al., 2008); manifesting in 
a highly consistent way across cultures (e.g., Barrett et al., 
2005); and operating in a fast (and often irresistible) way in 
all individuals, excepting those with particular neuropsy-
chological impairments (e.g., Heberlein & Adolphs, 2004). 
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Moreover, some such processing exhibits properties con-
sistent only with visual processing, such as retinotopically 
specific adaptation (e.g., Kominsky & Scholl, 2020; Rolfs 
et al., 2013).

These findings suggest that we can truly perceive such 
higher-level properties—but of course we can and do think 
about them as well. So how are we to decide whether the 
results of any specific experiment reflect perception or 
judgment? The most common dependent measures in such 
experiments, alas, are relatively unhelpful in this regard. By 
far the most typical measure in such work involves simply 
asking subjects (in one way or another, e.g., with ratings or 
free reports) about what they “see.” For example, research-
ers studying perceived animacy might ask observers to rate 
displays on a scale from “definitely not seen as alive” to 
“definitely seen as alive.” The problem with such measures 
is that words like “see” have many meanings, only some of 
which implicate visual processing, per se (Dretske, 1969).

Suppose you and two friends are at an art gallery looking 
at a painting, and you ask them to describe what they see. 
Your first friend (who has a penchant for stating the obvious) 
says: “I see red.” Your second friend (who was a humani-
ties major) says: “I see poetic justice.” Both use the same 
word—“see”—but in importantly different senses. While 
redness is a property of one’s visual phenomenology, one 
cannot directly see poetic justice in the same way; rather, 
one infers it on the basis of visual information. Or, suppose 
you run an experiment in which subjects rate moving shapes 
in terms of how alive they look—and suppose subjects give 
higher ratings to shapes that dramatically change speeds and/
or headings. Do these ratings reflect subjects’ percepts, or 
merely their judgments about what stimulus features likely 
connote animacy? In other words, when an observer in such 
an experiment says (via their ratings) “I see life,” is this 
more like seeing red or more like seeing poetic justice?1

The current project: The Blindfold Test

Here we introduce a method that can help to decide between 
perceptual versus judgmental interpretations of such results 
under particular circumstances—the ‘Blindfold Test.’ While 
this test is not a magic bullet—and in most cases cannot 
render any definitive verdict about such questions—it can 
nevertheless be an important tool. In particular, ‘failing’ 
this test effectively identifies cases in which the fact that 
subjects attest in some way to seeing a property cannot (and 
should not!) be taken as evidence for visual processing of 

that property. And conversely, ‘passing’ this test identifies 
cases in which such testimony can be trusted as reflecting 
percepts rather than considered judgments.

The essence of the Blindfold Test is just this: if the results 
of an experiment with visual stimuli can be replicated when 
simply describing the relevant displays—that is, without 
any visual stimuli at all (as if the observers were wearing 
blindfolds)—then the results should not be taken to neces-
sarily implicate visual processing; the jury is still out. In 
effect, failing the test in this way highlights cases where 
higher-level (non-visual) judgment can be readily mistaken 
for perception because judgments would yield identical 
results—and so researchers should be especially cautious 
when interpreting such results in terms of specific mental 
processes. And by the same token, passing the test—such 
that responses with visual stimuli versus descriptions yield 
very different patterns of results—can be taken as evidence 
that the original experiments did not simply reflect higher-
level reasoning.

Here we report three case studies of the Blindfold Test in 
action—with two studies that fail the test, and a third that 
passes. In Experiments 1a and 1b, we explore the apprehen-
sion of animacy from motion. In Experiments 2a and 2b, 
we explore the apprehension of physical forces involved in 
launching and shattering. And in Experiments 3a and 3b, 
we explore visual awareness in the first place, in studies of 
motion-induced blindness for stimuli varying in brightness.

Experiments 1a and 1b: Ratings of animacy 
from (described) motion

In a first application of the Blindfold Test, we replicated 
a study from the literature on perceived animacy from 
motion. Subjects in the original experiment viewed single 
shapes, which moved along a linear path and then changed 
speed and/or heading (Fig. 1; Tremoulet & Feldman, 2000). 
Shapes that underwent larger heading and/or speed changes 
were rated as more alive (on a 1-7 scale). Do these results, 
which we replicate here (without visual displays), reflect 
perceived animacy, or might they instead reflect higher-level 
judgment?

Method

Participants One hundred subjects were recruited online 
through Amazon’s Mechanical Turk and were compensated 
for their participation with a small monetary payment. We 
worried that online subjects might be less reliable than in-lab 
subjects, and so we decided before data collection began to 
use a sample size more than four times that of the original 
study (and this same sample size was subsequently fixed to 
be identical in all six experiments reported here).

1 In this brief empirical report, we cannot defend the distinction 
between perception and higher-level judgment more generally, though 
this has been done vigorously elsewhere (e.g., Block, 2023; Firestone 
& Scholl, 2016).
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Materials and procedure Subjects first read the following 
prompt, based on the instructions used in the original exper-
iment: “Pretend you have just been hired as a laboratory 
technician, and that your job is to determine which of a set 
of microscopic particles is alive and which is not. Read the 
following descriptions of particles’ movements, and indicate 
how alive you think each one is on a scale from 1 (definitely 
not alive) to 7 (definitely alive). Please give a low rating to 
any particle whose motion seems artificial, mechanical, or 
strange.” Subjects then used Likert scales to rate the move-
ments of described particles. Descriptions began with “A 
particle enters the viewing area and moves at a constant 
speed for 375 ms,” followed by a sentence describing a 
direction change (no change, or turning 10°, 20°, 40°, or 
80° to its right) and a speed change (to one half, one, two, 
or four times the original speed). Here are three examples:

1. A particle enters the viewing area and moves at a con-
stant speed for 375 ms. It then turns 10 degrees to its 
right and moves at twice the speed for an additional 
375 ms.

2. A particle enters the viewing area and moves at a con-
stant speed for 375 ms. It then continues to move in 
the same direction, at half the speed, for an additional 
375 ms.

3. A particle enters the viewing area and moves at a con-
stant speed for 375 ms. It then continues to move in 

the same direction, at the same speed, for an additional 
375 ms.

Subjects rated the 20 possible descriptions (by clicking radio 
dials), which were presented on a single page in a rand-
omized order.

Results

Fourteen subjects provided the very same rating for every 
description. We suspect that these subjects were respond-
ing in a principled (rather than a lazy) way, as they reported 
details about the study and gave reasoned explanations of 
their decision strategies in response to debriefing ques-
tions at the end of the experiment. (For example, one who 
responded with all 2 s wrote: “I thought the movement of 
the particles … could have been explained in each case by 
changes in heat.”) Data were analyzed in the most con-
servative way possible, including these subjects. (If they 
are removed, the results remain the same, except that the 
already-significant effects become even stronger.)

The effect of direction change on animacy ratings in the 
original study with visual stimuli (Tremoulet & Feldman, 
2000) is depicted in Fig. 2A, and the corresponding data 
from the present experiment with only written descriptions 
are depicted in Fig. 2B. Inspection of these panels suggests 
that the current results were qualitatively identical to those 
of the original study—such that greater direction changes 
led to higher animacy ratings. This impression was verified 
by the following test. Ratings were submitted to a 5 (direc-
tion change: 0°, 10°, 20°, 40°, 80°) × 4 (speed change: 0.5, 
1, 2, 4) repeated-measures analysis of variance (ANOVA), 
with Huynh-Feldt corrections applied whenever Mauchly’s 
test detected a violation of sphericity. This revealed a main 
effect of direction change, F(4, 396)/(2.11, 208.49) = 14.58, 
p < 0.001, ηp

2 = 0.13.
The effect of speed change on animacy ratings in the 

original study is depicted in Fig. 2D, and the corresponding 
data from the present experiment are depicted in Fig. 2E. 
Inspection of these panels similarly suggests a qualitative 
replication, and indeed: as in the original study, greater final 
speeds were associated with higher animacy ratings, F(3, 
297)/(1.77, 174.83) = 9.71, p < 0.001, ηp

2 = 0.09.
Tremoulet and Feldman (2000) also report an interac-

tion, whereby increasing direction changes led to greater 
increases in animacy ratings for particles with lower final 
speeds than for particles with higher final speeds. In the pre-
sent experiment, however, no such interaction was observed, 
F(12, 1188)/(9.67, 957.75) = 1.02, p = 0.423, ηp

2 = 0.01.

Direct replication Given the ease of running online studies, 
we directly replicated this study with a new sample of 100 
subjects in Experiment 1b.

Fig. 1  Depiction of the stimuli used in Tremoulet and Feldman 
(2000). In the relevant conditions, a ‘particle’ initially moved in a 
random direction at a constant speed for 375  ms, then changed its 
speed or direction (or both, or neither) and continued moving for 
another 375 ms. (Adapted from Tremoulet & Feldman, 2000)
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Thirteen subjects provided the very same rating for every 
description, and these were again retained in our analyses. 
(Again, if these subjects are removed, the results remain 
the same, except that the significant effects become even 
stronger.)

The effect of direction change on animacy ratings in 
Experiment 1b is depicted in Fig. 2C. Inspection of this 
figure suggests that the current results were again qualita-
tively identical to those of the original study (and to those 
of Experiment 1a): again, greater direction changes elicited 
higher animacy ratings. A 5 × 4 repeated-measures ANOVA 
confirmed this main effect of direction change, F(4, 396)/
(3.17, 314) = 20.69, p < 0.001, ηp

2 = 0.17.
The effect of speed change on animacy ratings in Experi-

ment 1b is depicted in Fig. 2F. Inspection of this figure sug-
gests that, here too, the results were qualitatively identical 
to those of the original study (and to those of Experiment 
1a): again, greater final speeds were associated with higher 
animacy ratings, F(3, 297)/(2.17, 214.94) = 30.32, p < 0.001, 
ηp

2 = 0.23.
Unlike Experiment 1a, however, this replication also 

observed Tremoulet and Feldman’s (2000) interaction 
between heading and speed changes, F(12, 1188)/(10.28, 

1018.11) = 2.49, p = 0.006, ηp
2 = 0.02. (While the original 

paper reports no statistical tests characterizing the observed 
interaction, the present results resemble the qualitative 
description provided. As in the original study, direction 
changes influenced animacy ratings more for displays with 
lower final speeds than for displays with higher final speeds.)

Discussion

Does the effect of speed/direction changes on reports of 
greater animacy reflect perceptual impressions, or higher-
level judgments? The original report of this effect (Trem-
oulet & Feldman, 2000) does not take a strong stand on this 
question, one way or the other. On one hand, they sometimes 
interpret such results in terms of the subjects attempting to 
“classify” (p. 943), “decide” (p. 944), or “judge” (p. 946) 
whether the dot was animate—and they are careful to note 
that “it is not clear to what extent these effects are truly 
perceptual” (p. 950). But on the other hand, they also take 
themselves to be studying “the subjective impression of ani-
macy” (p. 944), as computed by “the human visual system” 
(p. 943) in “a relatively immediate and ‘bottom-up’” manner 

Fig. 2  Animacy ratings as a function of the particle’s direction 
change in (A) Tremoulet and Feldman (2000), (B) Experiment 1a, 
and (C) Experiment 1b—along with animacy ratings as a function 

of the particle’s speed change in (D) Tremoulet and Feldman (2000), 
(E) Experiment 1a, and (F) Experiment 1b. Error bars represent 95% 
confidence intervals, subtracting out the shared variance
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(p. 947). And many subsequent reports have also unambigu-
ously interpreted these results in terms of visual perception, 
per se—for example, referring to “a perceptual phenomenon 
which reflects visual processing” (Di Giorgio et al., 2021, p. 
1), or “bottom-up processes, such as visual cues to animacy” 
(Gerstenberg & Tenenbaum, 2017, p. 40).

The present study replicated the effect of speed/direc-
tion changes on reports of greater animacy, even though 
the visual displays were replaced with written descriptions. 
And as a result, the original study fails the Blindfold Test: 
since similar results can arise via higher-level judgments 
(without subjective impressions), the original results may 
also reflect such judgments, and needn’t appeal to percep-
tion at all. (And both sets of results could readily reflect task 
demands, since as a subject there is pressure to vary one’s 
responses across trials, and to do so based on speed and 
direction changes, which are so clearly the only properties 
which are being manipulated.) Of course, these results do 
not entail that the original finding must reflect higher-level 
reasoning, but they do demonstrate how the original finding 
alone fails to implicate visual perception, per se.

Experiments 2a and 2b: Ratings of force 
in (described) launching and shattering

A strength of the Blindfold Test is that it can be applied 
across many types of putatively perceptual effects. And 
so to demonstrate this generality, we also applied it to a 
study from another domain in high-level vision—involv-
ing perceived physical forces. In such experiments, subjects 
typically rate ‘launchers’ as exerting more force on their 

‘targets’ than vice versa (e.g., White, 2007). One recent 
study, however, found that this asymmetry in force ratings 
is flexible, depending on how the launcher and target behave 
after contact (Hubbard & Ruppel, 2013). Subjects viewed 
launching events where one or both shapes ‘shattered’ into 
four or nine pieces upon contact (Fig. 3), and they rated the 
amount of force imparted by the launcher to the target, and 
vice versa. Launchers were rated as exerting more force than 
targets when the target shattered and the launcher remained 
intact, and vice versa (Fig. 4A). Might this result also reflect 
higher-level judgments rather than visual impressions?

Method

Participants One hundred subjects were recruited online 
through Amazon’s Mechanical Turk and were compensated 
for their participation with a small monetary payment. This 
sample size (which was more than five times that used in 
the original study) was chosen to match that of Experiments 
1a and 1b.

Materials and procedure The design of the experiment mir-
rored that of Experiment 2 in Hubbard and Ruppel (2013), 
but with the visual displays replaced by written descriptions 
of eight possible shattering events. Descriptions always 
began with a red object moving toward a blue object, and 
ended with one or both shattering into four or nine pieces 
as soon as the objects touched (e.g., “A red object moves 
toward a blue object. As soon as the red object touches 
the blue object, the red object remains intact and the blue 
object breaks into four pieces.”). In the T4 and T9 events, 
the launcher remained intact and the target shattered into 

Fig. 3  Depiction of some of the stimuli used in Experiment 2 of Hub-
bard and Ruppel (2013). In all conditions, the launcher moved until it 
was adjacent with the target. The first row depicts the condition (T4) 
where the target subsequently shattered into four pieces. The second 

row depicts the condition (L4) where the launcher subsequently shat-
tered into four pieces. The third row depicts the condition (L4T4) 
where both objects shattered into four pieces. (Adapted from Hubbard 
& Ruppel, 2013)
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either four or nine pieces. In the L4 and L9 events, the target 
remained intact and the launcher shattered into either four or 
nine pieces. In the T4L4, T4L9, T9L4, and T9L9 events, the 
launcher and target both shattered into four or nine pieces.

Each subject completed two blocks of ratings. In the 
“launcher ratings” block, they typed numbers from 0 (no 
force at all) to 100 (maximum possible force) to rate the 
amount of force that the red object exerted on the blue object 
in each event. In the “target ratings” block, they rated the 

Fig. 4  Force ratings for the launcher and target for the eight different 
event types in (A) Hubbard and Ruppel (2013), (B) Experiment 2a, 
and (C) Experiment 2b. In (A), error bars represent the standard error 

of the mean. In (B) and (C), error bars represent 95% confidence 
intervals, subtracting out the shared variance
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force that the blue object exerted on the red object in each 
event. Within both blocks, descriptions were presented on a 
single page in a randomized order. The order of the blocks 
was counterbalanced between subjects.

Results

As in the original study, force ratings were analyzed in a 2 
(source: launcher, target) × 8 (event type: T4, T9, L4, L9, 
T4L4, T4L9, T9L4, T9L9) repeated-measures ANOVA, 
with Huynh–Feldt corrections applied whenever Mauch-
ly’s test detected a violation of sphericity. The results mir-
rored those of the original experiment. There was a main 
effect of  source, F(1, 99) = 11.34, p = 0.001, ηp

2 = 0.10, 
with the launcher rated as exerting more force (95% CI 
[55.73, 62.24]) than the target (95% CI [47.44, 55.24]); a 
main effect of event type, F(7, 693)/(4.99, 494.16) = 31.90, 
p < 0.001, ηp

2 = 0.24; and an interaction, F(7, 693)/(2.53, 
250.30) = 23.61, p < 0.001, ηp

2 = 0.19. The original paper 
did not draw its main conclusions from these statistics, but 
rather from informal observations of how event types dif-
fered in terms of the relative force judged to be exerted by 
the launcher and target. We turn to these now.

Force ratings when one object shattered The original 
study’s results for conditions in which only one object shat-
tered are depicted on the left side of Fig. 4A. As can be 
seen from the left side of the figure, the strongest evidence 
for a flexible asymmetry in force ratings comes from the 
four conditions in which one object shattered and the other 
remained intact. If the target shattered and the launcher did 
not shatter (T4, T9), the launcher was rated as exerting more 
force than the target. If the launcher shattered and the target 
did not shatter (L4, L9), the target was rated as exerting more 
force than the launcher. The results of the present study for 
these conditions are depicted on the left side of Fig. 4B, and 

inspection of this panel indicates that these trends replicated 
robustly. (The original study did not report any analyses of 
these patterns, but in our replication this pattern was statisti-
cally robust: for example, the signed difference in force rat-
ings between the launcher and the target was greater for the 
T4/T9 conditions than for the L4/L9 conditions, t(99) = 6.13, 
p < 0.001, dz = 0.61.)

Force ratings when both objects shattered The right sides 
of Fig. 4A and 4B depict force ratings in conditions where 
both objects shattered. Here again, the results of the present 
study strongly resemble those of the original. When the tar-
get shattered into four pieces and the launcher also shattered 
(T4L4, T4L9), force ratings were similar. When the target 
shattered into nine pieces and the launcher also shattered 
(T9L4, T9L9), the launcher was rated as exerting more force 
than the target.

Figure 5A extracts the most robust and meaningful trends 
in Hubbard and Ruppel (2013) in terms of differences in 
force ratings between the launcher and the target. Across all 
event types, the launcher was rated as exerting more force 
than the target. However, there was a flexible asymmetry in 
force ratings, which was clearest in conditions where only 
one object shattered. If the target shattered and the launcher 
did not (T4, T9), the launcher was rated as exerting more 
force than the target. But if the launcher shattered and the 
target did not (L4, L9), then the target was rated as exerting 
more force than the launcher. The results of the present study 
are depicted in Fig. 5B, and inspection of this panel indicates 
that these key trends all replicated. (The original study did 
not report any comparisons of these effects, but in our study, 
each bar in this graph depicts a difference score that was sig-
nificantly different from both of the others, all ps < 0.001.)

Direct replication. Given the ease of running online 
studies, we directly replicated this study with a new sample 
of 100 subjects in Experiment 2b.

Fig. 5  Differences in force ratings given to the launcher and the tar-
get in three situations: overall; in the conditions where the launcher 
remained intact and the target shattered (T4, T9); and in the condi-
tions where the launcher shattered and the target remained intact (L4, 

L9). The differences in these three situations are depicted for (A) 
Hubbard and Ruppel (2013), (B) Experiment 2a, and (C) Experiment 
2b. Error bars represent 95% confidence intervals, subtracting out the 
shared variance
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There was again a main effect of source, F(1, 99) = 18.87, 
p < 0.001, ηp

2 = 0.16, with the launcher rated as exerting 
more force (95% CI [54.04, 60.03]) than the target (95% 
CI [42.24, 50.41]); a main effect of event type, F(7, 693)/
(5.82, 576.49) = 24.12, p < 0.001, ηp

2= 0.20; and an interac-
tion, F(7, 693)/(2.50, 247.80) = 26.64, p < 0.001, ηp

2 = 0.21.

Force ratings when one object shattered The results of 
Experiment 2b are depicted in Fig. 4C. Inspection of the 
left side of this figure indicates that the results were quali-
tatively identical to both the original study and Experiment 
2a. If the target shattered and the launcher did not shatter 
(T4, T9), the launcher was rated as exerting more force than 
the target. But if the launcher shattered and the target did 
not shatter (L4, L9), the target was rated as exerting more 
force than the launcher. And again, the signed difference in 
force ratings between these groups was reliable, t(99) = 6.49, 
p < 0.001, dz = 0.65.

Force ratings when both objects shattered The right side 
of Fig. 4C depicts force ratings in conditions where both 
objects shattered. As can be appreciated from these graphs, 
these results resemble those of both the original study and 
Experiment 2a. When the target shattered into four pieces 
and the launcher also shattered (T4L4, T4L9), force ratings 
were roughly equal. But when the target shattered into nine 
pieces and the launcher also shattered (T9L4, T9L9), the 
launcher was rated as exerting more force than the target.

Figure 5C depicts the key trends from these results, which 
again qualitatively replicated the patterns for both the origi-
nal study (Fig. 5A) and Experiment 2a (Fig. 5B)—again 
with each bar in this graph depicting a difference score 
that was significantly different from both of the others, all 
ps < 0.001.

Discussion

Does the flexibility of force ratings for launchers and targets 
reflect perceptual impressions, or higher-level judgments? 
The original report of this effect (Hubbard & Ruppel, 2013) 
does not focus directly on this issue, and mostly discusses 
the results in operationalized terms (focusing on the “rat-
ings”). At the same time, however, these results are taken 
to bear on “theories of phenomenal causality” (p. 987), and 
to reflect “perception of force and perception of causality” 
(p. 1004), as driven by “a pattern of visual stimulation” (p. 
1007)—and this result has been given similarly perceptual 
interpretations by others—for example, referring to “visually 
perceived events” (Vicovaro et al., 2023, p. 2), or “signature 
perceptual features” (Danks & Dinh, 2022, p. 762).

The present study, however, shows that no visual stimu-
lation is required after all, due to a failure in the Blindfold 

Test: the current results replicated the effect of postimpact 
shattering on reports of perceived force, even though the 
visual displays were replaced with written descriptions. And 
so once again, these results do not entail that the original 
finding must reflect higher-level reasoning, but they do dem-
onstrate how the original finding alone fails to implicate 
visual processing.

Experiments 3a and 3b: Motion‑induced 
blindness as a function of (described) target 
luminance

As a case study of an effect that seemed likely to pass the 
Blindfold Test, we next turned to a phenomenon of visual 
awareness that (like the displays in Experiments 1 and 2) 
seems especially easy to describe: motion-induced blind-
ness (MIB; e.g., Bonneh et al., 2001; Graf et al., 2002; 
New & Scholl, 2008, 2018). A typical MIB experiment 
contains a salient global motion pattern (such as a rotating 
blue background texture) presented along with static ele-
ments (e.g., salient yellow discs). When subjects fixate on 
such displays, they reliably experience a dramatic illusion 
in which the salient static elements disappear from visual 
awareness—often for several seconds at a time, and even 
when fully attended (Bonneh et al., 2001; Schölvinck & 
Rees, 2009)! It has been argued that this blindness does not 
actually reflect any sort of failure or limitation of the visual 
system; instead, MIB may reflect an adaptive unconscious 
inference, as the visual system actively erases the static ele-
ments from awareness, for the same reason you do not see 
the shadows from the blood vessels that line the retina (New 
& Scholl, 2008, 2018): both remain retinotopically stable, 
and fail to “play along” with surrounding dynamic events. 
In effect, MIB may be a case in which the visual system 
interprets a bit of stimulation not as a part of the external 
world, but as an artifact of itself.

In the present context, we focused on a particular founda-
tional result related to the conditions that give rise to MIB: 
against a dark background, brighter static stimuli are more 
likely to disappear than are darker stimuli (Bonneh et al., 
2001). Does this effect reflect brute visual impressions, or 
higher-level inferences about what conditions are likely to 
make stimuli disappear during MIB?

Method

Participants One hundred subjects were recruited online 
through Amazon’s Mechanical Turk and were compensated 
for their participation with a small monetary payment. This 
sample size (which was ten times that used in the original 
study) was chosen to match that of Experiments 1a, 1b, 2a, 
and 2b.
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Materials and procedure The design of the experiment mir-
rored the experiment depicted in Fig. 2A of Bonneh et al. 
(2001), but with the visual displays replaced by written 
descriptions. Subjects first read a few sentences describing 
the experimental setup:

Some researchers have invited you to participate 
in an experiment on visual perception. You view a 
display that contains 150 small blue dots clustered 
together in a circular region, on a black background. 
These dots move together for 60 seconds, as if they 
are stuck on the surface of an invisible, rotating 
sphere. Centered in front of the “sphere” are three 
larger yellow discs. It turns out (strangely enough) 
that when you stare at the center of this kind of dis-
play, sometimes the yellow discs seem to disappear 
for a few seconds.

Subjects then read four descriptions in a randomized 
order, one for each of the display conditions in the original 
experiment: “The yellow discs are shown at [10/20/40/80]% 
brightness.” For each of these, they were asked “What per-
cent of the time do you think that any of the discs would 
disappear?”, and they used a slider to provide a rating from 
0 to 100.

Results

The results of the original experiment from Bonneh et al. 
(2001) are depicted in Fig. 6A, and the current results are 
depicted in Fig. 6B. As is immediately apparent, these two 
experiments produced opposite patterns of results: the 
original study (with visual stimuli) found that increasing 
the brightness of the discs increased MIB rates, whereas 
our subjects predicted the exact opposite—that brighter 

discs would seem to disappear less often (all ts > 6.31, all 
ps < 0.001, all dzs > 0.63).

Direct replication Given the ease of running online studies, 
we directly replicated this study with a new sample of 100 
subjects in Experiment 3b. As can be seen in Fig. 6C, sub-
jects again predicted that brighter discs would disappear less 
often (all ts > 6.80, all ps < 0.001, all dzs > 0.68).

Discussion

In contrast to Experiments 1 and 2, Experiment 3 passed 
the Blindfold Test: when the original displays were replaced 
with written descriptions, subjects’ judgments about how 
these displays should look diverged dramatically from what 
they would have said when experiencing them directly. This 
constitutes compelling evidence that the original experiment 
did not simply reflect higher-level reasoning about what 
would be likely to happen, but rather reflected actual visual 
impressions.

General discussion

In the study of visual cognition, a common experimental 
strategy involves manipulating visual displays, and then 
assessing subjects’ impressions of those displays by directly 
asking them about the results of those manipulations—for 
example, “Did that event look causal?”, or “What animacy 
rating would you give to those objects?”, or “Did the targets 
disappear?” In some cases, such responses may truly reflect 
visual impressions, but in other cases they may instead arise 
due to the often-inconvenient fact that subjects can also think 
about what effects manipulations should have. When should 
we take subjective reports as evidence of what subjects 
see? The present study’s answer is: only when they pass the 

Fig. 6  Effects of the discs’ brightness in (A) motion-induced blindness (MIB) rates in Bonneh et  al. (2001), and predicted MIB rates in (B) 
Experiment 3a, and (C) Experiment 3b. Error bars in (B) and (C) represent 95% confidence intervals, subtracting out the shared variance
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Blindfold Test—such that the same responses do not result 
from mere descriptions of the displays, without any actual 
visual stimulation.

In essence, the Blindfold Test empirically identifies a 
subtle but critical confound—wherein the results that are 
obtained from seeing a scene are confounded with those 
that would be obtained from mere descriptions of the scene.2 
Whenever this is the case, you should not conclude that an 
effect is truly perceptual without some additional evidence 
for that conclusion, because you have identified a situation 
wherein demonstrably nonperceptual judgments will yield 
the identical outcome. Harkening back to the art gallery, the 
Blindfold Test flags experimental results that may implicate 
“seeing” more in the sense of seeing poetic justice than in 
the sense of seeing redness. This logic applies to the results 
of both Experiments 1 and 2. As such, absent any other evi-
dence, we don’t think these studies necessarily implicate 
visual perception: their results may reflect only subjects’ 
higher-level reasoning about how animate entities are likely 
to behave (in Tremoulet & Feldman, 2000), or how shatter-
ing is related to physical force (in Hubbard & Ruppel, 2013).

In contrast, when a study passes, the Blindfold Test pro-
vides compelling evidence against the possibility that the 
initial results with visual stimuli reflected higher-level rea-
soning about the displays. From Experiment 3, for example, 
we can be confident that the original result—that brighter 
targets disappear more during MIB (Bonneh et al., 2001)—
reflects actual visual experience rather than reasoning, since 
subjects reason that the opposite pattern is likely to hold.

Relationships to past work

To our knowledge, nobody has previously formalized a test 
like this as such—but there are several related precedents. 
First, in the literature on so-called ‘embodied’ perception, 
researchers have questioned whether certain effects (e.g., in 
which subjects wearing a heavy backpack report that hills 
look steeper) reflect changes in subjects’ perception, or 
rather their reasoning about what they ought to see, given the 
task demands of the experimental situation. Here a useful 
strategy for deciding has been to administer a post-experi-
ment debriefing survey, asking subjects what effect they pre-
dicted the heavy backpack should have on their perception. 
In these replications, the effect of wearing a heavy backpack 
on perceived hill slant has turned out to be driven entirely 
by those subjects who guess the hypothesis—suggesting 
that reasoning due to task demands, rather than an effect of 

wearing a heavy backpack on perception, most likely causes 
the effect (Durgin et al., 2009, 2012).

Second, recent work on the ‘rubber hand illusion’ has 
focused on subjects who are shown a video of the experi-
ment setup, and are then asked to predict the perceptual 
effects of synchronized visual-tactile signals. Such subjects 
correctly predict the results of the study, raising the prospect 
that such task-demands explain the results even during the 
live ‘perceptual’ conditions (Lush, 2020).

Third, work in intuitive physics has often contrasted the 
apprehension of physical forces and masses from dynamic 
visual displays versus static diagrams and verbal descrip-
tions, and has taken differences in these different kinds of 
judgments as evidence for distinct underlying processing 
(e.g., Kaiser et al., 1985; for a review, see Vicovaro, 2023). 
The contribution of the present paper is thus to formalize 
the logic of this sort of test, and to demonstrate how it can 
be applied broadly to aid the interpretation of a variety of 
putatively perceptual effects.

Implementing the Blindfold Test in practice

We have seen that the Blindfold Test can constrain interpre-
tations of the mental processes underlying certain experi-
mental results, in terms of whether their results can be taken 
as reflecting the operation of visual perception, per se—
where the test can both question and support this possibility. 
But it is also important to stress at least three limitations of 
this test:

First, note that studies which pass the Blindfold Test 
are likely to be those whose manipulations are relatively 
counterintuitive—a property which will not always hold, 
and which sometimes may not be possible. The first two 
case studies in the present project (in Experiments 1 and 
2), for example, failed the Blindfold Test for what seems 
like a straightforward reason: in each case, the function 
relating the key variable to the resulting responses seemed 
especially intuitive. It just makes sense that an object which 
has a greater sudden change in velocity or direction is more 
likely to be animate, for example. Such reasoning may or 
may not be effectively implemented as a kind of automatic 
“unconscious inference” during visual processing itself, but 
it is surely implemented as a form of higher-level thought. 
In contrast, the key result of Experiment 3 involved a strik-
ingly counterintuitive result: it just seems so unlikely that 
more salient objects would be more likely to disappear from 
awareness! As such, the Blindfold Test helps to catch stud-
ies of highly intuitive manipulations—while also emphasiz-
ing an important theoretical advantage of counterintuitive 
effects, when one is interested in identifying underlying 
mental mechanisms.

Second, the Blindfold Test may only be reliable for stud-
ies whose visual displays are readily put into words. This 

2 In this sense, the test is a sort of ‘overgeneralization’ measure (Fire-
stone & Scholl, 2015), in that it focuses on cases in which the same 
experimental design overgeneralizes to unambiguously non-percep-
tual cases.
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was true for all three of the current case studies, and indeed 
part of their appeal is how simple and straightforward such 
displays are. Describing these dynamic scenes (and their 
underlying manipulations) is thus relatively easy, requiring 
relatively few words and a relatively low memory load. But 
when this is not the case, a study might seem to pass the 
Blindfold Test only because the descriptions are insufficient 
for subjects to understand what the displays are actually 
like—perhaps because of subtle nuances (which are too dif-
ficult to describe), or perhaps due to brute complexity (when 
descriptions may be too long and cumbersome for compre-
hension). Such complexity is sometimes unavoidable, when 
one is interested in subtle displays with relatively ineffable 
qualities—for example, involving nuanced facial expres-
sions (e.g., Todorov, 2017) or complex dynamic patterns that 
would require hundreds of words to fully describe, despite 
seemingly simple percepts (such as the dynamics of fluids 
[Kawabe et al., 2015], fine particles [vanMarle & Scholl, 
2003], or soft materials [Wong et al., 2023]). If an experi-
ment passes the Blindfold Test, one must thus consider on a 
case-by-case basis whether it passed just due to incomplete 
or misleading descriptions. But for experiments with suf-
ficiently simple displays, one will quickly exhaust the list 
of further details which one could additionally provide for 
subjects to make different responses.

While accepting the in-principle limitation noted in 
the previous paragraph, it is also possible to combat it in 
practice. In particular, the Blindfold Test may be rendered 
applicable to experiments with more complex displays by 
first showing subjects a starting ‘baseline’ display (either in 
full, or as a diagram), and then describing simple manipula-
tions of that already-perceived display. But the details of this 
approach (what display to show, what to verbally describe, 
and which judgments to leave to the subject to make) will 
depend greatly on the specific putative visual processing 
that is under study. In general, there is a question of how one 
should describe a study’s displays (e.g., in terms of pixels 
versus terms of moving objects). It seems fine to provide a 
description which does some of the work which is thought 
to be done by visual processing, to target the original study’s 
claim about how such perceptual interpretations drive a fur-
ther perceptual interpretation. (And replacing dynamic dis-
plays with static diagrams and descriptions of events may 
also be helpful for a targeted test of whether the perception 
of objects’ movements, per se, was necessary for an effect 
to occur.) The key principle here is that implementations 
of the Blindfold Test should not directly visually depict or 
display the relevant property, whose ‘perceptual’ status is at 
issue—even if some of the other variables or properties are 
visually presented.

Third, and most generally, it seems important to empha-
size a foundational asymmetry in the conclusions that the 
test can support: when a study passes the Blindfold Test, 

this may constitute clear evidence against explanations that 
appeal only to higher-level reasoning. But when a study 
fails the Blindfold Test, that does not constitute evidence 
for explanations that appeal only to higher-level reasoning. 
Rather, such failures license only negative inferences—that 
the original results cannot by themselves be taken as evi-
dence in favor of perceptual explanations. In such circum-
stances, the jury is thus still out, and other evidence would 
be required to test whether the results reflect visual process-
ing, per se. What forms could that evidence take?

Surviving the Blindfold Test

We see (!) at least three broad possibilities for different kinds 
of evidence that could still support a perceptual interpreta-
tion of an effect that fails the Blindfold Test:

First, researchers can seek manipulations that elicit not 
only different patterns of subjective reports but also robust 
differences in shared visual phenomenology. In fact, the 
absence of just this sort of vivid phenomenology was what 
led us to initially suspect that the effects of speed and direc-
tion on a single dot’s movement (in Tremoulet & Feldman, 
2000) might not reflect perception after all: these displays 
simply do not look so vividly animate in the way that has 
inspired this field ever since the seminal studies of Heider 
and Michotte. In arbitrating between perceptual and cogni-
tive interpretations, however, such phenomenology can be 
definitive: would you ever wonder, for example, whether 
illusory contours (as when some carefully placed ‘pac-men’ 
cause you to perceive an illusory triangle; e.g., Kanizsa, 
1955) might only reflect what subjects think should be in 
the display, with no corresponding percept? Never—simply 
because such percepts are so vivid and unmistakable.

Second, researchers can supplement subjective reports 
with objective performance measures that exploit the lim-
its of higher-level thought in order to study perception. In 
other recent studies, for example, subjects’ ability to detect 
animate ‘chasing’ in dynamic visual displays follows precise 
psychophysical functions, such that subjects are unable to 
simply decide to treat some stimulus or another as reflecting 
chasing, even when they have every incentive to do so, and 
when they know that chasing actually exists in those cases 
(Gao & Scholl, 2011; Gao et al., 2009; van Buren et al., 
2017). Such performance measures, rather than mimicking 
patterns of judgment, illustrate how perception and judg-
ment can conflict.

Finally, in cases where a study fails the Blindfold Test, 
its conclusions about perception could still be bolstered by 
appeal to properties of the displays that can be explained 
only by visual processing. In the perception of causality, for 
example, such displays can yield retinotopically specific pat-
terns of visual adaptation—which no ‘judgmental’ account 
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could ever hope to explain (Kominsky & Scholl, 2020; Rolfs 
et al., 2013).

Conclusion: Identifying “anti‑illusions”

The study of visual perception is suffused with visual illu-
sions, and the hallmark of an excellent illusion is that it per-
sists despite certain knowledge that one’s perception does 
not match reality. In other words, at the root of most visual 
illusions is a stark conflict between perception and judgment 
(van Buren & Scholl, 2018). In this sense, the Blindfold Test 
identifies “anti-illusions” in the study of visual cognition—
cases where perception and judgment are in exact align-
ment. And, when such anti-illusions are present, psycholo-
gists should be cautious about implicating visual processing 
based on subjective reports about visual displays.
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